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Abstract

In this note we construct a family of SAT-instance based on Eulerian graphs which
are aimed at being hard for resolution based SAT-solvers. We discuss some experiments
made with instances of this type and how a solver can try to avoid at least some of the
pitfalls presented by these instances. Finally we look at how the density of subformulae
can influence the hardness of SAT instances.

1. Introduction

Most current programs for solving SAT-instances in CNF are based on the DPLL method
[DP60] [DLL62]. This method performs what is essentially a depth-first search combined
with propagation of unit clauses. The method is polynomial time equivalent to tree-like
resolution, see e.g. [KBL99| for a textbook discussion of this and other basic facts about
proof systems. Tree-like resolution is a fairly weak proof system and for a long time the
performance solvers were quite limited. However, during the 90’s the basic DPLL method
was extended by using conflict driven learning of new clauses, see e.g. [ZMMMO1], and
the experimental performance of the solvers improved drastically. The addition of learning
leads to a new proof system which is exponentially stronger than tree-like resolution, but
still weaker than general resolution [BKS04]. The next step was to introduce restarts of
the DPLL procedure, while still keeping the learnt clauses, and as shown in [BKS04] this
combination leads to a method which is polynomial time equivalent to general resolution.

The described combination of methods has lead to impressive performance on many
types of instances but since there are examples [Urq87] of families of formulae for which
any resolution refutation have exponential size there are also known limitations.

The aim of this note is to construct a family of CNF formulae which are specially tuned
to make use of the structure of current solvers to produce small hard examples. Several
instances from the constructed family were submitted as benchmarks for the 2005 SAT
solver competition, none of which could be solved by the competing solvers. In connection
with this we will also give a short discussion of the importance of local dense subformu-
lae for the performance of resolution based solvers. Here we will also comment on some
structural similarities between our family of formulae and formulae from the random k-SAT
distribution.



2. The problem class

Recall that a simple graph G is Fulerian if there exist a closed walk which uses every edge
exactly once and that a graph is Eulerian if and only if all vertices have even degree. See
e.g. [Wes96] for general facts about graph theory.

Let us say that an Eulerian graph has an even colouring if the edges can be labeled 0
and 1 in such a way that half of the edges incident with any vertex have label 1.

Lemma 2.1. An Eulerian graph G has an even colouring if and only if it has an even
number of edges.

Proof. If G is Eulerian and has an even number of edges we can construct an even colouring
by starting at a vertex v and walking along an Eulerian walk labeling the edges alternatingly
0 and 1. If the number of edges is odd this procedure will produce a colouring which is even
at all vertices except the last one along the walk

Furthermore, it follows from a theorem of Kotzig [Kot68] on Eulerian walks with re-
stricted transitions that if G has an even colouring there exists an Eulerian walk such that
the above method generates the colouring. O

If G has an odd number of edges the walk procedure will produce a labeling which is
even at all vertices except the starting vertex v, for which the last edge along the walk will
get a label creating an imbalance.

We now define a set of CNF formulae encoding the existence of an even colouring.

Definition 2.2. Given an Eulerian graph G we define a boolean formula EC(G) in CNF
encoding the existence of an even colouring of G. For every edge e in G we create a boolean
variable x. and for every vertex u we create set of clauses encoding that half the variables
connected to the edges incident with u are true.

So, a vertex of degree 2 which is incident with two edges a and b will give the two clauses

{(a:a V .’Eb), (fa V CEb)},

and a vertex of degree 4 which is incident with edges a, b, ¢, d give rise to the ten clauses

{(zagVapVeVag), (TaVapVeVag), (2aVEVTVeg), (2aVEepVTcVeg), (ToVepVe.VEyg),
(2o VELN TN Tq), (TaVTNENTG), (BaVEN TN EG), (ZaVIpV TN Ta), (Ta VIV TN Tg)}

The formulae EC(G) have several interesting properties:

1. We can easily determine wether they are satisfiable or not by counting the number of
edges in G.

2. Given an Eulerian graph G with an odd number of edges the formula EC(G) still has
very large satisfiable subformulae. In fact according to the Eulerian walk argument
above we can satisfy all but one of the clauses in FC(G). Since it is only the assignment
of the variable z. corresponding to the last edge along the Eulerian walk which creates
an unsatisfied clause we can also find an optimal MAX-SAT assignment in which any
given clause is satisfied.



3. By the previous property formulae of this kind will not have a “back-bone” [MZK 99,
thus avoiding one structure making formulae easy to solve.

4. If the graph G has good expanding properties, i.e. all small sets of vertices have many
neighbours outside the set, and EC(G) is unsatisfiable, the methods of [Urq87] can
be used to prove exponential lower bounds for the length of resolution refutations.

5. As long as G has low maximum degree EC(G) will have fairly few and short clauses.
A vertex of degree 2 give rise to 2 clauses of length 2 and a vertex of degree 4 to
10 clauses of length 4. Thus giving us formulae EC(G) with low clause per variable
density.

2.1 Generating hard instances

Considering the outline of methods used in current DPLL-based SAT-solvers we can now
make an observation about graphs which should lead to hard instances EC(G). First let
us restrict our attention to graphs G which are obtained by picking an edge in a 4-regular
graph on n vertices and subdividing it, i.e. introducing a new vertex as midpoint of the
old edge. For such a graph EC(G) will be unsatisfiable, have 2n + 1 variables and 10n + 2
clauses. This gives us unsatisfiable formulae with a density of close to 5 clauses per variable.
For formulae with clauses of length 4 this is a density for which a formula from the random
4-SAT ensemble is expected to be satisfiable, see e.g. [AP04]. In this random model a
formula is constructed by for each possible clause of length 4, for a set of n variables, letting
it be part of the formula with probability p. Random 4-SAT formulae with expected density
5 are also expected to be easy to solve.

What can we say about the smallest number of variables involved in a nontrivial conflict,
allowing us to learn a new clause, in a formula of this kind? We can get a simple lower
bound for this by observing that we must at least set all variables corresponding to the
edges of some cycle C in G before a nontrivial conflict can arise. Getting more accurate
lower bounds is harder, but this tells us that the girth of the graph can be used to control
the size of conflict sets.

This immediately draws our attention to 4-regular graphs, keeping the clause length
low, of high girth. If the girth of G is g we will at first not be able to learn any nontrivial
clauses of length less than, at least, g. If the SAT-solver we are using has a cut—off length
for the clauses it learns, i.e. it does no retain any conflict clauses with more than some
number k of literals, it will in fact be prevented from learning any new clauses at all, thus
reducing it to a pure DPLL procedure.

If the solver uses restarts and removes long clauses when it performs a restart it will in
a similar way risk changing into a DPLL procedure with learning, but with an effective run
time corresponding to the time between consecutive restarts.

With this in mind it seems natural to use formulae of the form FC(G) based on 4-regular
graphs, as described, as challenging unsatisfiable instances for SAT-solvers. If the formulae
are to be tuned for hardness then using graphs with high girth, or at least few short cycles,
also seems natural. If hard solvable instances are desired one could apply the methods of
[MAIO4] on EC(G). The paper [MAIO4] presents a construction which, based on a hard
unsatisfiable formula builds a solvable formula which is hard for a broad class of solvers.



g/n/N/C | 5/17/35/172 | 6/26/53/262 | 7/53/107/532

Zchaft 0.36s 4.6s more than 2h

Berkmin 0.30s 30.2s more than 2h
Satzoo 0.34s 24.5s 3450s

Figure 1. Running time on 4-regular cages. n is the number of vertices in the cage, g the girth, N
the number of variables and C the number of clauses

3. Experiments

I have written a Mathematica-notebook for converting a 4-regular graph G into a formula of
the type EC (C?), where G is obtained from G by subdividing the lexicographically smallest
edge in G. The notebook can be downloaded from the authors webpage [Mar|. The variable
name in this implementation comes from lexicographical ordering of the edge in G and
replacing this with a random numbering might make the instances harder.

As a first test three different solvers were tested on the formulae obtained by using the
smallest 4-regular cages, recall that a cage is a smallest possible graph of a given girth and
degree. The known cages can be obtained from Gordon Royle’s webpage [Roy|. The solvers
were Zchaff 2004.11.15 [Zha, ZMMMO1], Berkmin561 [GN] and Satzoo 1.02 [ES, ES04]. In
Figure 3 we see the runtime for each of the three solvers. The tests were done on a 2.4MHz
Celeron. As we can see it quickly becomes very hard to determine the satisfiability of the
formulae. For these cages the formula EC(G), which is satisfiable, turns out to be extremely
easy to solve. All three solvers solved the 9-cage case in less than a second, as did the local
search solver Unitwalk [HKO5].

The formulae based on the 4-regular cages with girth 7, 8 and 9 were submitted as
benchmarks for the 2005 SAT competition and none of the competing solvers managed to
solve any of them, within the competition time limit of 100 minutes for each formula. These
formulae are available on the author’s webpage [Mar].

In order to further demonstrate the effect of short cycles on the hardness of the instances
a number of random 4-regular graphs were also generated, using the standard uniform
pairing model [Bol01]. In Figure 2 we see the average running time plotted against the
number of triangles in the graph. Here the Minisat solver [ES] was used for 2600 graphs
on 32 vertices, the machine used a 1.25 GHz G4 processor. Here the running time clearly
decreases as the number of short cycles increases. This agrees with what we expect since a
large number of short cycles give us smaller conflict sets.

4. Conclusions and further directions

Both our discussion in 2.1 and the experiments in the previous section clearly indicate
the importance of small dense structures, such as triangles in the Eulerian graphs, for the
hardness of an instance of the type considered here. However we would expect this to be
true in greater generality. Let us make this a bit more precise.

Given a k-SAT formula F' let us look at its clause-variable incidence graph, i.e., the
graph with one vertex for each variable, one vertex for each clause, and an edge between a
variable-vertex and a clause-vertex if the variable is present in the clause. Given a subset S
of the variables we define F'[S], the induced subformula of F' on S, to be the set of clauses
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Figure 2. Running time in seconds versus the number of 3-cycles

C in F such that C only contains variables present in S. The density of the formula F[S]
is as usual the number of clauses in F'[S] divided by |S]|.

If a formula F' has many dense subformulae a clause learning DPLL-solver has a good
chance of learning new short conflict clauses due to conflicts within a dense local part.
However for a given clause length k there exist a density r(k) such that a formula with
clauses of length at most k and density less than r(k) is always satisfiable. So, if an
unsatisfiable formula F' lacks such local dense parts a solver will initially have to assign
values to many variables in order to find a conflict and learn a new clause. In this case the
learnt clauses will also tend to be quite long.

If we look at random k-SAT instances of fixed clause to variable density we will only ex-
pect a small number of short cycles in the clause-variable incidence graph, actually an
asymptotically size independent number, just as in the case of random regular graphs
[Bol01]. As a consequence, the density of F[S] will typically be very small, often less
than 1, for variables sets S of small size. Likewise our formulae FC(G) will lack small
dense subformulae when the underlying graph G has high girth. If we instead use random
regular graphs G we know, [Bol01], that there will typically exist only a small number of
cycles in G and no small subgraphs denser than a cycle. In this case the formulae EC(G)
will thereby inherit expected properties much like those for random k-SAT.

Thus some of the experimentally observed hardness of random unsatisfiable instances
may well come from their lack of local dense subformulae. Here an experimental study of
running times for unsolvable random instances versus the number of short cycles in their
incidence graphs could be interesting. In this context, it is interesting to note that for
satisfiable instances this lack of local dense parts is considered to be responsible for some
of the success of randomized algorithms like the survey propagation method [BMZ05].

An interesting possibility would be to make more explicit use of the structure of the
clause-variable incidence graph of an instance in resolution methods as well. This could e.g.
be used to control the choice of resolution variable in the DPLL procedure.

In order to reduced the risk of the kind of trap the EC(G)-formulae represent for clause
learning SAT-solvers some simple modifications can be added. One addition which seems
cost effective would be to keep track of a running mean of the size of the clauses discovered
during the learning process and keep all clauses not much larger than the current mean.
That way long clauses would still be kept for formulae in which no short clauses are possible
to learn without first learning long clauses.



However, the general problem faced here is still the fundamental limitations of solvers
which do not use a proof system stronger than general resolution. While producing more
optimised resolution based solvers is undoubtedly a worthwhile undertaking it is becoming
more and more important to find efficient algorithms based on stronger proof systems.
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